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Abstract

For propositional beliefs, there are well-established
connections between belief revision, defeasible condi-
tionals and nonmonotonic inference. In argumentative
contexts, such connections have not yet been investi-
gated. On the one hand, the exact relationship be-
tween formal argumentation and nonmonotonic infer-
ence relations is a research topic that keeps on eluding
researchers despite recently intensified efforts, whereas
argumentative revision has been studied in numerous
works during recent years. In this paper, we show that
relationships between belief revision, defeasible condi-
tionals and nonmonotonic inference similar to those in
propositional logic hold in argumentative contexts as
well. We first define revision operators for abstract di-
alectical frameworks, and use such revision operators to
define dynamic conditionals by means of the Ramsey
test. We show that such conditionals can be equiva-
lently defined using a total preorder over three-valued
interpretations, and study the inferential behaviour of
the resulting conditional inference relations.

1 Introduction

Belief revision, defeasible conditionals and nonmono-
tonic inference relations form a triangle of strongly con-
nected concepts within knowledge representation. Con-
ditionals (Nute 1984) have been a cause of concern for
philosophers for the better part of the history of philoso-
phy, but within the formal logical study of conditionals,
in the last semi-century, a lot of progress has been made.
A central idea in the study of conditionals is that in
the evaluation of a conditional “if ¢ then ¢” (formally,
(1]9)), it suffices to check for the validity of ¢ in a cer-
tain subset of all models of ¢. This is often modelled
using a selection function over the set of possible worlds
Q: f:Q%xp(Q) = p(Q). A conditional (¢|¢) is then
true at a world w according to a selection function f iff
every world in f(w, [¢]) validates . Nonmonotonic in-
ference relations (Kraus, Lehmann, and Magidor 1990;
Shoham 1987), on the other hand, have been studied
semantically using a preference relation =< over the set
of possible worlds. A nonmonotonic inference ¢ |~ is
then valid iff ¢ holds in all <-minimal ¢-worlds. The
relations between conditionals and nonmonotonic infer-
ence relations are clear, then, as min< can be viewed as

a selection function. As such, a conditional inference re-
lation |~ can be associated with a nonmotonic inference
relation s.t. < |~ (¥|@) iff ¢ 1. Belief revision studies
the effect of the dynamics of propositional beliefs, and
the consolidation of belief revision as a field of study
is often identified with the formulation of the AGM-
theory (Alchourrén, Gérdenfors, and Makinson 1985)
of belief revision. Close relationships between belief re-
vision and conditional logics were noticed by means of
the Ramsey test (Ramsey 1931), which also gave rise
to impossibility results on the compatibility of belief
revision and conditional reasoning (Gérdenfors 1986).
However, when (Katsuno and Mendelzon 1991) showed
that total preorders underlie AGM-belief revision in a
fundamental and inevitable way, it was at once also
established that belief revision, conditional logic and
nonmonotonic inference were shown to be fully compat-
ible. They can thus be seen as three different sides of
a single topic or mode of reasoning (Gérdenfors 1990;
Makinson 1993), at least when restricted to proposi-
tional beliefs. Indeed, when moving to other kinds of
belief revision (e.g. (Hansson 1999; Delgrande and Pep-
pas 2015)), weaker kinds of conditionals (Hawthorne
2007; Makinson 2011) or other forms of nonmonotonic
inference, these interrelations tend to break down.

Another important field in knowledge representation
is formal argumentation. Argumentative reasoning is
usually perceived as a specific form of nonmonotonic
reasoning (see e.g. (Rienstra 2014; Booth et al. 2012;
2013)) but attempts to transform reasoning systems
from one side into systems of the other side have
been revealing gaps that could not be closed (cf., e.g.,
(Thimm and Kern-Isberner 2008; Kern-Isberner and
Simari 2011; Heyninck 2019)). Therefore, in spite of
the abundance of existing work studying connections
between the two fields, a general way of obtaining well-
behaved non-monotonic conditional inference relations
on the basis of argumentative contexts has not been
defined yet. On the other hand, belief dynamics in gen-
eral and belief revision in particular has been studied
intensively for formal argumentation. Therefore, in this
paper we make a systematic and general attempt to
answer the question as to whether belief revision, non-
monotonic inference relations and defeasible condition-
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Figure 1: Graphical Representation of connections be-
tween belief revision, nonmonotonic inference and con-
ditional logics. A full line means there is a full corre-
spondence between the two concepts, whereas a dashed
line means that there is additional information needed
for a full correspondence. E.g. to define a belief re-
vision operator on the basis of a nonmonotonic infer-
ence relation one needs to additionally assume a con-
text K which corresponds to ¢, see e.g. (Makinson and
Gérdenfors 1991).

als form an interconnected triangle in an argumentative
context as they do in a propositional setting. We an-
swer this question for Abstract Dialectical Frameworks
(ADFs) (Brewka et al. 2013), an approach to formal
argumentation, which subsumes many other argumen-
tative formalisms in a generic, logic-based way.

In this paper, we investigate connections between
belief revision, nonmonotonic inference and defeasible
conditionals within abstract dialectical argumentation.
We first define and study revision of ADFs in depth
and then use these revisions to define conditional infer-
ence for ADFs. Then, we define dynamic nonmonotonic
inference relations based on the Ramsey test (Ramsey
1931). We study these inference relations in terms of
rationality postulates known from defeasible condition-
als. We accordingly summarize the contributions of
this paper as follows: (1) definition of belief revision
of ADFs by formulas, (2) a semantical characterisation
of such revision operators in terms of total preorders
over three-valued interpretations, (3) the definition of
dynamic conditional inference relations for ADFs based
on the Ramsey test, and (4) a study of dynamic condi-
tional inference relations in terms of postulates known
from defeasible conditionals.

Outline of this Paper: We first state all the nec-
essary preliminaries in Section 2 on propositional logic
(Section 2.1), three-valued logic (Section 2.2), reasoning
with nonmonotonic conditionals (Section 2.3), propo-
sitional revision (Section 2.4) and abstract dialectical
argumentation (Section 2.5). We then define revision
of ADFs under various semantics, in particular under
the preferred semantics (Section 3.3) and the grounded
semantics (Section 3.4). Thereafter, in Section 4, we
define and study dynamic conditionals based on such
revisions. We compare our approach with related work
in Section 5.

2 Preliminaries

In the following, we briefly recall some general prelimi-
naries on propositional logic, as well as technical details
on conditional logic and ADFs (Brewka et al. 2013).

2.1 Propositional Logic

For a set At of atoms let L£(At) be the corresponding
propositional language constructed using the usual con-
nectives A (and), V (or), - (negation) and — (material
implication). A (classical) interpretation (also called
possible world) w for a propositional language L£(At) is
a function w : At — {T,F}. Let Q(At) denote the set
of all interpretations for At. We simply write €2 if the
set of atoms is implicitly given. An interpretation w
satisfies (or is a model of) an atom a € At, denoted by
w E a, if and only if w(a) = T. The satisfaction relation
= is extended to formulas as usual. As an abbrevia-
tion we sometimes identify an interpretation w with its
complete conjunction, i.e., if a1,...,a, € At are those
atoms that are assigned T by w and apy1,...,an € At
are those propositions that are assigned F by w we iden-
tify w by a1 ...ap0p41-..Gm (Or any permutation of
this). For example, the interpretation w; on {a,b,c}
with w(a) = w(c) = T and w(b) = F is abbreviated by
abe. For ® C L(At) we also define w = ® if and only
if wE ¢ for every ¢ € ®. Define the set of models
Mod(X) = {w € Q(At) | w E X} for every formula
or set of formulas X. A formula or set of formulas X1
entails another formula or set of formulas X5, denoted
by X1 H )(27 if MOd(Xl) - MOd(XQ)

2.2 Kleenes Three-Valued Logic

A 3-valued interpretation for a set of atoms At is a
function v : S — {T,L,u}, which assigns to each
atom in At either the value T (true, accepted), L
(false, rejected), or u (unknown). The set of all three-
valued interpretations for a set of atoms At is denoted
by V(At). We sometimes denote an interpretation
v € V{x1,...,2n}) by T1...Tn with v(z;) = 1; and
T € {T,L,u}, eg. TT denotes v(a) = v(b) = T. A
3-valued interpretation v can be extended to arbitrary
propositional formulas ¢ € L(At) via the truth tables
in Table 1. We furthermore extend the language with a
second, weak negation ~, which is evaluated to true if
there is no positive information for the negated formula
(i.e. the negated formula is false or undecided) and thus
expresses non-truth, as opposed to — which expresses
explicit falsity. The truth table for ~ can also be found
in Table 1.1 It will prove convenient to define the con-
nective ® which stipulates a formula is undecided. We

'In the terminology of (Urquhart 2001), the negation ~
corresponds to Bochvar’s external negation (Bochvar and
Bergmann 1981) and — corresponds to Kleene’s negation
in his three-valued logic. ~ is also called Kleene’s weak
negation (Varzi and Warglien 2003), since the conditions
for ~¢ being satisfied are weaker than those for —¢ being
satisfied (i.e. {—¢} Fk ~¢).
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Table 1: Truth-tables for connectives in Kleene’s K

define ®¢ = ~(=¢ V ¢). We define LX(At) as the lan-
guage based on At, the unary connectives (-, ~, ®) and
the binary connectives (A, V, —).

We can show that ® expresses the undecidedness of
any formula ¢ € £X:

Fact 1. For any ¢ € LX(At), v(©¢) = T iff v(¢) = u.
The following facts about ~ will prove useful below:

Fact 2. For any ¢ € LX(At) and any v € V(At): (1)
v(~¢) # u, and (2) v(~~g) =T iff v(d) = T.

We define the set of three-valued interpretations that
satisfy a formula ¢ € LX(At) as V(¢) = {v € V(At) |
v(¢) = T}. A formula X; K-entails another formula
Xg, denoted X1 I—K Xg, if V(Xl) - V(Xg) X1 =K X2
iff X1 FK X2 and XQ FK Xl.

Given an interpretation v € V(At), we define:

form(v) = /\ a /\ —a A /\ ©a

v(a)=T v(a)=L1 v(a)=u

Clearly, form(v) expresses exactly the beliefs expressed
by a three-valued interpretations:

Fact 3. For any v € V(At) and any a € At: (1)
form(v) Fx a iff v(a) = T; (2) form(v) Fx —a iff
v(a) = L; (3) form(v) bk ©a iff v(a) = u.

2.3 Defeasible Inference and
Nonmonotonic Conditionals

There are many different conditional logics (cf., e.g.,
(Kraus, Lehmann, and Magidor 1990; Nute 1984)), but
a common idea underlying many semantics for non-
monotonic conditionals is that to validate the accep-
tance of a conditional (|¢), it suffices to look whether
its material counterpart ¢ — 1 is validated in a subset
of possible worlds. In this work, we will assume that a
preorder <C p(Q(At) x Q(At)) over the set of possible
worlds can be used to encode relevance of the possible
worlds w.r.t. evaluation of conditionals. In more detail,
we will state that a conditional (¢|¢) is accepted in a
context encoded by = iff the consequent is validated by
all =-minimal worlds models of the antecedent ¢, in

symbols:
Mod(v) 2 min(Mod(¢))

This is in full compliance with defeasible inference re-
lations ¢ v (Makinson 1988) expressing that from ¢,
1 may be plausibly/defeasibly derived. We say that
¢ =9 iff w < W for some w € min<(Mod(¢)) and some
w’ € min<(Mod(¢)). This allows for expressing the va-
lidity of defeasible inferences via stating that ¢ o _ 1 iff

(pAY) < (¢ A—p). Thus, nonmonotonic conditionals as

defined above can be seen as a syntactic counterpart to
defeasible inference, in the sense that (1|¢) is accepted
in a context encoded by =< iff ¢ p L9

Example 1. Consider =< defined over Q({a,b,c}) as
follows:

abc, abé, abc, a@bc < abé, abe, abc, abc
Thus, for example, —a |~jb, b~ <a, —a 'V =b - <6
Th<aVvbanda f~ e

We recall some properties of conditional consequence
relations (Kraus, Lehmann, and Magidor 1990):

(REF) ¢ € L(At) implies o) ¥
(CUT) opv and ¢AYpy imply oy
(CM) ¢y and ¢y imply PAY Py
(RW) ¢y and o vy imply oy
(LLE) ¢=9¢ and 9¢fvy imply oy
(OR)  ¢py and opvy imply (¢ V)
(RM) ¢y and ¢ —¢  imply dAY Py

We recall the following proposition:

Proposition 1 ((Makinson 1993)). For any total pre-
order =<, v satisfies (REF), (CUT), (CM), (RW),

(LLE), (OR) and (RM).

2.4 Revising Propositional Formulas

We now recall the so-called AGM-approach to belief
revision (Alchourrén, Géardenfors, and Makinson 1985)
as reformulated for propositional formulas by (Katsuno
and Mendelzon 1991). The following postulates for re-
vision operators x : £ x £ — L are formulated:

(RL)  ¢xept1p

(R2) If ¢ A1) is satisfiable, then ¢ x 1) =1 A ¢
(R3) If ¢ is satisfiable, then so is ¢ x ¢

(R4) If ¢1 = ¢ and 1 = 1ha, P1 %P1 = P %12
(R5) (6+t) Apt dx (A p)

(R6) If (¢p*9)) A is satisfiable, then ¢p* (Y Apu) F

(o) A p

An important result is the semantical characterisa-
tion of such a belief revision operator. For such a char-
acterisation, a function f : L(At) — p(Q(At) x Q(At))
that assigns to each propositional formula ¢ € £ a pre-
order =<4 over (At).
Definition 1 ((Katsuno and Mendelzon 1991)). Given
a formula ¢ € L(At), a function f : L(At) = p(Q(At) x
Q(At)) assigning preorders <, over Q(At) to every for-
mula ¢ € L(At) is faithful iff:
1. For every ¢ € L(At), if w,w’ € Mod(¢) then w A4 W/,
2. For every ¢ € L(At), if w € Mod(¢) and w’ & Mod(¢)

then w <4 W',
3. For every ¢, ¢’ € L(At), if ¢ = ¢’ then <4==4.

In (Katsuno and Mendelzon 1991) the following rep-
resentation theorem for an AGM revision operator x
was shown:

Theorem 1 ((Katsuno and Mendelzon 1991)). An op-
erator * : L(At) x L(At) — L(At) is a revision oper-
ator iff there exists a faithful mapping f* : L(At) —



p(2(At) x Q(At)) that maps each formula ¢ € L(At) to
a total preorder s.t.:

Mod(6 1) = min (Mod (1) (1)

2.5 Abstract Dialectical Frameworks

We briefly recall some technical details on ADFs follow-
ing loosely the notation from (Brewka et al. 2013). An
ADF D is a tuple D = (At, L, C) where At is a finite set
of atoms, L C Atx At is a set of links, and C' = {Cj }seat
is a set of total functions Cy : 2Pe2(AY) — [T |} for
each s € At with parp(s) = {s’ € At| (s, s) € L} (also
called acceptance functions). An acceptance function
C defines the cases when the statement s can be ac-
cepted (truth value T), depending on the acceptance
status of its parents in D. By abuse of notation, we will
often identify an acceptance function Cy by its equiva-
lent acceptance condition which models the acceptable
cases as a propositional formula. D (At) denotes the set
of all ADFs D = (At, L, C).

Example 2. We consider the following ADF D; =

({a,b,c}, L,C) with L = {(a,b), (b,a), (a,c), (b,c)} and
o C.=-aV-b

Informally, the acceptance conditions can be read as “a

is accepted if b is not accepted”, “b is accepted if a is

not accepted” and “c is accepted if a is not accepted or

b is not accepted”.

An ADF D = (At,L,C) is interpreted through 3-
valued interpretations V(At). Recall that Q(At) consists
of all the two-valued interpretations (i.e. interpretations
such that for every s € At, v(s) € {T,L}). We define
the information order <; over {T, L, u} by making u the
minimal element: v <; T and u <; L and this order
is lifted pointwise as follows (given two valuations v, w
over At): v <; w iff v(s) <; w(s) for every s € At. The
set of two-valued interpretations extending a valuation
v is defined as [v]? = {w € Q(At) | v <; w}. Given a
set of valuations V', the consensus operator ; is defined
as: M,V (s) = v(s) if for every v’ € V', v(s) = v'(s) and
M;V(s) = u otherwise. I'p(v) : At — {T,L,u} where
s — Mi{w(Cy) | w € [v)?}. Thus, I'p(v) assigns to s
the truth-value that all two-valued extensions of v as-
sign to the condition Cj of s, if they agree on Cj, and
U otherwise.

Definition 2. Let D = (At, L,C) be an ADF with v :
At — {T, L, u} an interpretation:

e v is admissible for D iff v <; T'p(v).

e v is complete for D iff v =Tp(v).

e v is preferred for D iff v is <;-maximally complete.
e v is grounded for D iff v is <;-minimally complete.

= Cb:ﬁa

We denote by admissible, complete(D), prf(D), respec-
tively grounded(D) the sets of complete, preferred,
grounded respectively interpretations of D.

We finally define consequence relations for ADFs:
Definition 3. Given Sem € {prf,grounded}, an ADF
D = (At,L,C) and ¢ € LX(At) we define: D pg, ¢ iff
v(¢) = T[L] for all v € Sem(D).

Example 3 (Example 2 continued). The ADF of Ex-
ample 2 has three complete models vy, vo, vz with:
vi(a) =T v(b)=L vi(c)=T
vala) =L wva(b)=T w2(c)=T
vs(a)=u w3(b)=u w3(c)=u
vs is the grounded interpretation whereas v; and vs
are both preferred.

It will be important to have characterisations of real-
1zability of sets of interpretations under some semantics:

Definition 4. Given a set of atoms At, a set of inter-
pretations V C V(At) is realizable under semantics Sem
iff there exists an ADF D € ©(At) s.t. Sem(D) = V.

(Pithrer 2020) shows that a set of interpretations is
realizable under prf iff it is a <;-anti-chain, whereas
every (and only) singleton sets are realizable under
grounded:

Proposition 2 ((Piihrer 2020)). Given a set of atoms
At, (1) a set of interpretations ¥V C V(At) is realizable
under prf iff V # @ and for every v,v’ € V, v £; v/
and v' £; v; (2) a set of interpretations V C V(At) is
realizable under grounded iff V has cardinality 1.

3 ADF-revisions for trivalent semantics

In this section, we study revision of ADFs by formulas
under trivalent semantics, in particular the preferred
and grounded semantics. We define in Section 3.1 pos-
tulates for revision operators under trivalent semantics,
which we characterise in terms of total preorders over
three-valued interpretations for the preferred semantics
(Section 3.3) and the grounded semantics (Section 3.4).

3.1 ADF-revision under trivalent
semantics: postulates and semantics

In this section we define a new approach to revision
of ADFs for three-valued semantics. In more detail,
we define an operator * that allows to revise an ADF
(under some three-valued semantics) by a formula in the
language £X.2 In other words, « : D(At) x LK(At) —
D(At). We adapt the AGM-postulates for propositional
revision described in Section 2.4 to revision operators
for ADFs in the following way:
Definition 5. An operator x is a trivalent ADF revision
operator (in short, ADF2-operator) for a semantics Sem
iff x satisfies (for any ¢, 1, u € L£K):
(ADF1) D xtp v gomth?
(ADF22)  If Sem(D) N V(1) # 0 then Sem(D x 1)) =
Sem(D) N V().
(ADF23)  If V(¢)) # 0 then Sem(D * 1)) # (.
(ADF24) If Sem(D) = Sem(D’) and 1 = 1 then
Sem(D x 1) = Sem(D’ x ¢).
(ADF25)  Sem(D %) N V(1) C Sem(D x (¢ A ).
(ADF26)  If Sem(D % ) N V(u) # 0, then Sem(D %
(4 A 1)) € Sem(D *1) N V().

2Recall, £X(At) is the language based on At, the unary
connectives (-, ~, ®) and the binary connectives (A,V, —)
30r, equivalently, Sem(D % 1) C V(1).



We explain these postulates as follows: ADFfl re-
quires that the formula ¢ by which one revises is deriv-
able in every Sem inter}az)retation of the revised ADF. The
second postulate ADF 2 can perhaps be better under-
stood in its syntactical reformulation: If D %Qemw P,
i.e. if D has at least one Sem-interpretation that satis-
fies ¥, then Dx1) has as Sem-interpretations exactly the
Sem-interpretations of D that satisfy 1. ADF 3 says
that if we revise by a consistent formula, the result—
ing ADF will also admit Sem-interpretations. ADF4 is
a postulate of syntax-independence, which states that
revising ADFs with the same Sem-interpretations by K-
equivalent formulas results in Sem-equivalent revised
ADFs. Finally, ADF?5 and ADF26 are direct adaptions
of the super- and sub expansion postulates. They re-
quire, in the non-trivial case where D x v %Sem I
that the Sem-interpretations of D % (¢ A p) are exactly
the Sem-interpretations of D % v that satisfy pu.

The main question we answer in the rest of this sec-
tion is whether ADF?-operators can be characterised
semantically analogously to propositional revision op-
erators (Theorem 1). The central concept for such a
characterisation will be that of a faithful mapping of
ADFs to total preorders over V(At):

Definition 6. Given a semantics Sem and an ADF D =
(At, L,C), a mapping f : D(At) — p(V(At) x V(At))
associating a total preorder <p to every ADF D is a
faithful mapping for semantics Sem if, for every D €
D(At) and for every vy, vy € V(At):

1. if v; € Sem(D) then vy <p vo; and
2. if v; € Sem(D) and vy & Sem(D) then vy <p vo; and
3. if Sem(D) = Sem(D’) then <p==pr.

A faithful mapping is in general not sufficient to en-
sure a characterisation of ADF -operators. The main
problem is that a faithful mapping does not ensure that
a selection of <p-minimal interpretations that satisfy
¢ are realizable by some ADF D x ¢ € D(At) under the
semantics under consideration. In the folowing sub-
sections, we investigate whether and how such realiz-
ability can be ensured by imposing additional condi-
tions on faithul mappings. We shall see (in Section
3.2) that in general, such conditions cannot be found,
by showing that for admissible and complete seman-
tics no ADF -operator satisfying all postulates exists.
Thereafter, we shall provide conditions and correspond-
ing characterisation theorems for preferred (Section 3.3)
and grounded (Section 3.4) semantics.

Remark 1. We have carried out a study similar to the
one developed below for two-valued semantics such as
the two-valued models and stable models. In view of
space limitations, we merely remark here that the de-
velopments are entirely analogous to the development
of revision under three-value semantics: AGM-like re-
visions under a selected two-valued semantics can be
characterized in terms of faithful mappings of ADFs to
preorders, imposing additional conditions to ensure re-
alizability of every selection of possible worlds.

3.2 Impossibility of Rational Revision
under Admissible and Complete
Semantics

In this section, we show that a revision operator that
satisfies ADF31 ADF36 for the admissible or complete
semantics does not exist. In particular, we show that
no revision operator can satisfy ADFE2. A similar re-
sult can be found in (Diller et al. 2018, Proposition 2)
for revision of abstract argumentation frameworks un-
der complete semantics. Intultlvely7 the reason that no
revision operator satisfying ADF 2 for these semantics
exists is that not every subset of Sem(D) is realizable
under Sem for Sem € {complete, admissible}. For ex-
ample, a set not containg the interpretation that sets
v(s) = u for every s € At is not realizable under admis-
sible semantics. Thus, if we revise D by ¢ that is satis-
fied by exactly such a subset, ADF32 forces Sem(D * ¢)
to equal a non-realizable set of mterpretatlons

Proposition 3. # There is no operator x : D(At) x
LX(At) — D(At) that satisfies ADF22 for Sem =
complete or Sem = admissible.

3.3 Revision of ADFs under Preferred
Semantics

In this section, we give a semantical characterisation of
revision operators for preferred semantics, in terms of
i-modular faithful mappings (imf-mappings). The fol-
lowing example shows that faithful mappings do not
always lead to a sound semantical characterisation of
ADF:-revision operators for preferred semantics:

Example 4. We show that a naive adaption of Dalal’s
revision operator (Dalal 1988) does not lead to a well-
defined revision operator. We use the symmetric dis-
tance function A defined between truth-values as fol-
lows: TAL =1, TAu = LAu = 0.5 and zAz = 0
for any x € {T,L,u} (cf. (Strass 2014)). We then lift
this to interpretations v, v’ € V(At) as follows: vAv" =
Ysearv(s)Av'(s). Defining a faithful preorder <p based
solely on this distance function (e g. by setting v; j%f’A
vy iff mlnveprf p)(vAv1) < min,epp (UAUQ)) would
not result in an selectlon realizable under prf, since there
could be j%f’A—equal interpretations that are not <;-
incompatible.

Take e.g. the ADF D; from Example 2. No-
tice that prf(D) = {TLT,LTT} and Tuu, TLL €
m1n<prf aV(aA~bA~c). Revising D with a A ~b A ~c
Would thus result in an ADF Dy xa A ~b A ~c which has
Tuu and T_L1 among it’s preferred extensions, which
is impossible in view of Proposition 2, since Tuwu and
T_L1 are not <;-incompatible.

To avoid selections of interpretations that are non-
realizable under preferred semantics like in Example 4,
an additional condition on faithful mappings has to be

4Due to spatial restrictions, we were not able to include
any proofs, but an extended version containing all proofs is
supplied as additional material.



imposed. This condition we call i-modularity, and re-
quires that every <p-layer is an <;-antichain, i.e. all
interpretations in a <p-layer are <;-incompatible. We
denote, for a preorder <, v < v’ and v/ X v as v~ v

Definition 7. Given a semantics Sem and an ADF D =
(At, L,C), a mapping f : D(At) — p(V(At) x V(At))
associating a total preorder <p to every ADF D is an
i-modular faithful mapping (imf-mapping) for semantics
Sem if it is faithful w.r.t. Sem and for every D € D(At)
and every v1,ve € V(At): if v1 &p vy then vy £; vo and
vg £ U1,

In Theorem 2 we show that ADF3-operators for
the preferred semantics can be characterized by imf-
mappings. The proof of this theorem is analogous to
the proof of the similar theorem for propositional be-
lief revision in (Katsuno and Mendelzon 1991), with
two exceptions: (1) every mention of propositional logic
respectively possible worlds is substituted by Kleene’s
three-valued logic respectively three-valued interpreta-
tions and (2) realizability of D x ¢ has to be accounted
for and is shown to correspond to the requirement of
i-modularity. The proof is given in full detail in the
appendix.

Theorem 2. * : D(At) x LX(At) — D(At) is a trivalent
ADF revision operator x for the preferred semantics prf
iff there exists a function f* : D(At) — p(V(At)xV(At))
that is imf-faithful w.r.t. prf s.t.:
rf(D x 1) = min 2

pri(D ) = min (V(v) (2)
Remark 2. In the appendix, it is shown that re-
vision of formulas in LX, i.e. operators of the type
*: LK x L% — KX are sound and complete w.r.t. faith-
ful total preorders over the three-valued interpretations,
completely analogous to the two-valued case (see Sec-
tion 2.4). Thus, revision of ADFs equals revision of
three-valued formulas plus realizability.

Remark 3. Kleene’s logic is not the only logic for
which the above characterisation result can be shown.
In fact, careful inspection of the proof of Theorem 2
and 3 reveals that a similar characterisation result can
be shown for any logic L for a language £“(At) based
on an interpretation function o : £“(At) — V(At) for
which the following properties hold:
L. ot(p Ap) = oL(¢) NoL(¥) for any ¢, € L(At);
2. ob(¢p V) = oL(¢) Uar(v) for any ¢, € L(At);
3. for every v € V(At) there is some ¢, € L-(At) s.t.

oL(¢y) = {v}.
The results for grounded semantics that will be shown
in the next section can likewise be adapted to other
three-valued logics. The reason we used Kleene’s three-
valued logics in this paper is because it satisfies the
above conditions and is a well-known and -studied logic
for reasoning about undecidedness.

We now show how to overcome the problems de-
scribed in Example 4 by refining the naive Dalal op-
erator based on j%f’A:

Example 5. We define j%f’d+' as a lexicographic com-

bination of the information order and the order based

on distance to preferred interpretations of the ADF

D under consideration. We first define the number

of undecided nodes of an interpretation v € V(At) as

und(v) = |{s € At | v(s) = u}|. We now define (given

two interpretations vy, vy € V(S)): v; j’l);f’d+' vy iff:

1. vy € prf(D), or

2. v1,vy € prf(D) and und(vy) < und(vg); or

3. vi,v2 & prf(D) and und(vi) ¢ und(vz) and
min,epe(py (VAV1) < Minyepepy (VAV2).

In the appendix we show that <P4+7 is a total preoder.
We illustrate this preorder with the ADF D; from

Example 2. We get the following preorder on interpre-

tations:

TLT, LTT <Bhdti

TTT, ATL, LUT, Til, <
TTL, L1ll, <phdt _
LuT, TuT, L1Tu, Tlu, uTT, wulT, <M

ull, TTu, Tul, Llul, Llu, uTl, =<t

luw, uwTwu, wuT, ulu, Tuu, <%f’d+l
uu L %%f’dﬂ
s

We give two examples of revisions. First consider
D x ~b which has as preferred models prf(D * ~c) =
{LTL, TLL}. Second, consider D x ®b which has as
preferred models prf(D x ®b) = {LuT, TuT}. Notice
that a benefit of the approach to belief revision of ADFs
presented in this section is that it is possible to revise
by formulas having the third truth value w.

We now show with a second example that imf-

mappings do not necessarily have to be refinements of
the information-ordering on interpretations.
Example 6. We can even reverse the second item
of the definition of j%f’d+' and still obtain an imf-
mapping. We define j%f"”" just like vy j%f"”'
in Example 5, but replace the third condition with:
vi,v9 € prf(D) and und(vi) «; und(ve) and
ming cpri(p) (VAV1) < ming,epefpy(vAve). For ADF D,
from Example 2 we then obtain the following j%f"””_
order on three-valued interpretations:

fd+-ri
1T, Ting r
uuu <7,
dluw, uwTu, wuT, ulu,
fd+-ri
uuL j% " i
Tlu, LluT, TuT, LTu, ulT, oTT IF
uTl, Llul, Llu, TTu, Tul, wull <
TTT, LTLl, LIT, TLl <bridtn
TTL, 111

prfd+-ri
Tuu <

To illustrate the difference with j%f’dJri, observe that
now prf(D * ~¢) = {uuu}



3.4 Revision of ADFs under Grounded
Semantics

In this section we characterise revisions under the
grounded semantics by a class of total preorders. The
basic idea is that every “layer” contains exactly one in-
terpretation, which ensures that every <p-minimal set
of interpretations is singleton and thus realizable under
the grounded semantics.

Definition 8. Given a semantics Sem and an ADF D =
(At, L,C), a mapping f : D(At) — p(V(At) x V(At))
associating a total preorder <p to every ADF D is an
anti-symmetric faithful mapping (asf-mapping for se-
mantics Sem if it is faithful w.r.t. Sem and for every
D € ©(At) and for every vy,ve € V(At): if v1 =p v
then vy = vs.

We now show that ADFf—operator for the grounded
semantics can be characterized by asf-mappings. The
proof of this Theorem is analogous to the proof of The-
orem 2, besides that realizability of D * ¢ now corre-
sponds to the anti-symmetry condition.

Theorem 3. An operator x : D (At)x LK(At) — LX(At)
is an ADF2-operator for grounded iff there exists a func-
tion f* : D(At) = p(V(At) x V(At)) that is asf-faithful
w.r.t. grounded s.t.:

grounded(D % 1)) = frp(ig)()/(zb)) (3)

4 Nonmonotonic inference and
defeasible conditionals for ADFs

In this section, we study interrelations between ADF3-
operators, trivalent defeasible conditionals and non-
monotonic inference based on three-valued logic. We
first define nonmonotonic inference based on three-
valued logic and show how they can be equivalently
viewed as trivalent defeasible conditionals. Thereafter,
we define both static conditionals and dynamic condi-
tionals for ADFs, which are defined using the Ramsey
test on the basis of the revision operators defined and
studied above. Finally, we show that the interrelations
between revision, conditionals and inference relations
known from propositional beliefs hold also in our argu-
mentative setting.

4.1 Three-valued nonmonotonic inference
and defeasible conditionals

Nonmonotonic inference on the basis of three-valued
logics such as K can be defined completely analogously
to the two-valued case, by specifying total preorders <
that express a comparative measure of plausibility over
the set of three-valued interpretations. We can then
easily generalize the definition of conditional entailment
to sets of three-valued interpretations. Given a set of
atoms At, we assume a total preorders < over V(At). We
can now define conditional entailment based on Kleene’s
three-valued logics as follows:

Definition 9. Given a set of atoms At, a total preorder
< over V(At), and some ¢, € LX(At), ¢ [~ S iff v < o/
for some v € min<(V(¢ A ¢)) and v’ € min<(V(p A
~)).°

Notice the choice of negation in the definition above.
This is to ensure that an inference ¢ |~ liw is valid iff
all <-minimal worlds that validate ¢ validate 1. That

using ~ in the above definition of conditional inference
ensures this is shown by the following fact:

Fact 4. ¢ v iff ming V(¢) C V().

This fact shows that, just like in the case of classi-
cal nonmonotonic inference relations, three-valued non-
monotonic inference relations obtained on the basis of a
total preorder can be equivalently viewed as conditional
inference relations on the basis of the selection function
min<. In other words, conditionals (¢|¢), defined on
the basis of the selection function min< can be simply
seen as the syntactic counterparts of the nonmonotonic
inference relation |~ ".

We show that any inference relation based on a to-
tal preorder over V(At) satisfies (REF), (CUT), (CM),
(RW), (LLE), (OR) and a postulate we call weak Ra-
tional Monotony (wWRM):

(wRM) ¢~y and ¢ Jo~tp implies dAYy
In the context of three-valued logics, the difference
between (RM) and (wRM) is the following: the
antecendent of (WRM) requires that from ¢, neither
@ nor —) can be derived, i.e. if ¢ then normally v is
neither false nor undecided. (RM), on the other hand,
has a weaker antecedent, namely that —1) cannot be
derived, i.e. normally 9 is not false if ¢ is accepted.

Analogously to Proposition 1, nonmonotonic infer-
ence relations induced by total preorders over three-
valued interpretation satisfies all the KLM-postulates
as well as the non-Horn postulate (wRM):

Proposition 4. Given a set of atoms At and a total
preorder = over V(At), }wz satisfies (REF), (CUT),

(CM), (RW), (LLE), (OR) and (wRM).

We show now that there are total preorders for which
(RM) might be violated:

Example 7. Consider a preorder < over V({a, b}) s.t.
Tu<TT. Thena v 2@6 and a J~ I;—'b yet anb J~ I;@b.

Altogether, we can conclude that the basic ideas for
obtaining nonmonotonic conditional inferences and de-
feasible inference relations known from propositional
logic can be taken over to the three-valued setting, but
some subtle differences (e.g. (wWRM) vs (RM)) distin-
guish the resulting inference relations from their two-
valued counterparts.

5Since < is a total order, we can equivalently replace any
of the two existential quantifiers expressed by “for some” by
a universal quantifier.



4.2 Defeasible conditional inference for
ADFs

In this section we study various ways of obtaining con-
ditional inference relations on the basis of ADFs, and
relate these conditional inference relations to revision
and defeasible inference relations.

We first define static conditional inference relations,
which treat the interpretations selected by some seman-
tics given an ADF as equally plausible, and any other in-
terpretation as implausible or even impossible. An ADF
D therefore implies a static conditional ¢ = ¢ (given
some semantics Sem), if there is an interpretation in
Sem(D) that validates ¢, and every interpretation in
Sem(D) that validates ¢ also validates ).

Definition 10. Let an ADF D = (At,L,C), some
semantics Sem and some ¢,¢0 € LKX(At) be given.

D~ Sem¢ =1 iff:
e there is some v € Sem(D) s.t. v(¢) = T, and
e for every v € Sem(D) s.t. v(¢) =T, v(yp) = T.

Example 8. Consider again D; from Example 2. We
have e.g. Dy }NprfT =c¢,—b=a,—a=b.

Remark 4. In a two-valued propositional set-
ting, static conditionals can be defined as follows:
So = iff § I/ ¢ (e Q) N Q>P) # ) and
dF ¢ — 1 (or equivalently: d A ¢ F ).

Static conditional inference relations, however, are
rather weak, since their antecedents are restricted to
formulas that are implied by at least one interpreta-
tion selected by Sem. For example, D; J~° prf—|c = ¢ for

any ¢ € LX({a,b,c}), not even —c = T. Therefore, we
introduce now dynamic conditional inference relations,
based on revisions of ADFs. We construct a conditional
inference relation for ADFs based on the Ramsey test,
going back to (Ramsey 1931):

If two people are arguing “If p, then ¢?” and are
both in doubt as to p, they are adding p hypothet-
ically to their stock of knowledge and arguing on
that basis about ¢;

Based on this idea, we can simply state that the con-
ditional (¥|¢) is derivable from the ADF D, or, equiva-
lently (in view of Fact 4) the conditional (1|¢) is valid
in view of D, given a semantics Sem and some revision
operator * iff v is derivable in the revised ADF D x ¢
under the semantics Sem:

Definition 11. Given an ADF D and a revision oper-
ator x, D&, (|¢) iff Dx¢pg. 1.

We can show that static conditional inference rela-
tions are weaker than dynamic conditional inference re-
lations, according to any ADFf—operator:

Proposition 5. Let an ADF D, some semantics Sem
and an ADF?-revision operator (for the semantics Sem)

be given. Then D g ¢ = ¢ implies D v g (¥]6).
We first show that dynamic conditional inference re-

lations based on revision of ADFs can be seen as a spe-
cial case of three-valued conditional inference relations.

We do this by showing that, given a ADFf—operator *,
the corresponding total preorder f*(D) gives rise to an

inference relation |~ ?*( p) €quivalent to the condition-
als |~ g, -derivable from D.

Proposition 6. Given an ADF D some semantics
Sem € {prf, grounded} and an ADF? —operator * satis-

fying (ADF31)-(ADF36), D~ <., (¢]) iff ¢ v f*(D)w.

From this connection between dynamic conditionals
and three-valued nonmonotonic inference relations, we
can show that dynamic conditionals (or their equiva-
lent formulation as nonmonotonic inference relations)

satisfy all the KLM-postulates and (wRM):

Corollary 1. Let an ADF D, some semantics Sem &€
{prf, grou nded} and a ADF? operator * for Sem be given.

Then }wf*(D) satisfies (REF), (CUT), (CM), (RW),
(LLE), (OR) and (wRM).

We illustrate these conditional inference relations
with some conditionals derived from Example 5:

Example 9 (Example 5 continued). Where x is the
operator based on ~<prf 4t and Dy is as in Example 5,
we see that e.g. NCI’VDI ,—c and a}ND ,ma A c. No-
tice that also e.g. ¢ }w%el"* . (i.e. ¢ }w‘z'-,em*ﬁa V —b) and
C. }/\JSem c. In fact for any s € {a,b,c}, s SDelnj*CS and
Cobgms.

The syntactical structure of an ADF is not always
preserved by the dynamic conditional inference relation:

Example 10. Let D = ({a},L,C, = —a) and con-
sider the preorder u < T < L. It can be easily
shown that there exists an i-modular mapping f s.t.
f(D) ==<. However, a%D*—\a and —a ﬂsem A
similar, but more involving example without a self-

attackmg argument for which a similar claim holds is:
= ({a, b, C}, L, CLL = —\b’ Cb = -, CC — _‘a).

5 Related Works

To the best of our knowledge, no papers detailing condi-
tional inference from argumentative formalisms on the
basis of the Ramsey test have been published before.
we discuss related works that treat either revision or
conditional inference in argumentative formalisms.
Revision of ADFs is investigated in (Linsbichler and
Woltran 2016a), where revision of ADFs by other ADFs
are defined. Conceptually, our approach is able to cap-
ture the approach by (Linsbichler and Woltran 2016a)
since we allow for revisions of ADFs under three-valued
semantics by any £K, which allows to express revision
by a set of interpretations V' as revision by the for-
mula \/V’. Technically, there is some incomparabil-
ity between our approach and that of (Linsbichler and
Woltran 2016a) caused by the difference in the type
of revision we consider. In particular, there are differ-
ences in the way the issue of realizability is handled. We
have chosen to handle this issue by ensuring that any



subset of a <p-layer is realizable under a given seman-
tics, whereas (Linsbichler and Woltran 2016a) handles
this issue by defining revisions of the ADF D by an-
other ADF as fsem(min<,, Sem(F’)), where the function
fsem(V’) returns V' if it is realizable under V' and the
interpretation v, otherwise.

Revisions of abstract argumentation are considered
in many works, including (Cayrol, de St-Cyr, and
Lagasquie-Schiex 2008; Falappa, Kern-Isberner, and
Simari 2009; Coste-Marquis et al. 2014; Baumann and
Brewka 2015; Linsbichler and Woltran 2016b; Delo-
belle, Konieczny, and Vesic 2015; Delobelle et al. 2016;
Mailly 2015; Linsbichler 2017). In (Diller et al. 2018),
revisions of argumentation frameworks by both propo-
sitional formulas and other argumentation frameworks
(represented as sets of extensions according to some se-
mantics) are defined indirectly by specifying the set of
extensions (according to some semantics). Thus, con-
ceptually, we provide generalisations of both these kinds
of revisions, as we allow for revisions by any formula
in the language £X, which allows to represent sets of
extensions. With regards to the differences between
revision of abstract argumentation frameworks and ab-
stract dialectical frameworks, we conjecture that we can
characterise revisions of abstract argumentation frame-
works as revisions of ADFs. (Coste-Marquis et al. 2014)
allow for revision of sets of argumentation frameworks
by propositional formulas, resulting in a set of argumen-
tation frameworks. The postulates governing such re-
visions are adaptions of the AGM-postulates similar to
both ours and those of (Diller et al. 2018), even though
both (Diller et al. 2018) and we consider revisions of
single abstract argumentation resp. dialectical frame-
works. Restricting attention to single frameworks has
as an effect that realizability is an essential concern,
which (Coste-Marquis et al. 2014) avoid. Furthermore,
we are more general in the sense we study revision of
ADFs, which can capture argumentation frameworks,
by formulas in £X, which includes propositional formu-
las as a special case.

A number of works have studied the conditional infer-
ential behaviour of formal argumentation formalisms.
In structured argumentation, there are a number of
works that study KLM-like properties of argumenta-
tive inference relations (Borg, Strafler, and Arieli 2020;
Heyninck and Arieli 2018; Heyninck and Strafler 2020;
Cyras and Toni 2015; Cyras and Toni 2016; Li, Oren,
and Parsons 2017). These work differ both in host for-
malism (various formalisms for structured argumenta-
tion versus ADFs) and the way conditional inference
is defined. Whereas we define conditional inference us-
ing the Ramsey-test, these works consider a conditional
(1|@) to be justified if, after addition of ¢ to the knowl-
edge base (sometimes as a strict premise, sometimes as
a defeasible premise), ¢ is derivable according to the
chosen argumentative inference relation.

Finally, (Rienstra 2014; Booth et al. 2012; 2013) de-

SRecall that v, (s) = u for every s € At.

fine and study conditional entailment relations for ab-
stract argumentation relations. Our work takes a differ-
ent approach to the definition of conditional inference
relation by using the Ramsey-test, and is more general
since ADF subsume abstract argumentation.

6 Conclusion

In this paper we defined dynamic conditional inference
relations for ADFs based on the Ramsey test, and devel-
oped a new approach to revision of an ADF by formulas
to achieve this. We have shown that such conditional
inference relations satisfy all the usual rationality pos-
tulates for conditional inferences and extend static con-
ditionals but also give rise to subtle differences with
the propositional case, as witnessed e.g. by the (wRM)-
postulate. What comes out clearly from this work is
that revision, or more generally belief change, is the
platform that allowed us to bridge the gap between ar-
gumentative reasoning and conditional inference. As
such, we hope that this work will serve as an inspi-
ration for further investigations into the combination
and cross-fertilization between argumentative and non-
monotonic conditional reasoning. Indeed, rather than
a definitive statement on dynamic conditional inference
for ADFs, we see this paper as an anchor point for fur-
ther research on revision, nonmonotonic inference and
dynamic conditional argumentative reasoning. When
generalizing these interconnected concepts, there are
many choices to be made, such as which “monotonic
base logic” to use (in our case: K), which postulates
for revision to use (e.g. the approach of (Katsuno and
Mendelzon 1991) vs alternative types of revision (Fermé
and Hansson 2018)), how exactly to adapt the postu-
lates for revision and the corresponding faithful map-
pings (e.g. equivalence vs strong equivalence). Even
though the choices we made are well-motivated, they
are clearly not the only viable ones. It remains to be
seen whether the interconnections between revision, in-
ference and conditionals generalize to such a setting.

In future work, we plan to study the impact of
changes in the choices made in this paper as outlined
above, as well as look at more specific revision oper-
ators (Kern-Isberner 2001). Furthermore, we plan to
look deeper into the semantical nature of revisions de-
fined in this work. Indeed, a revised ADF is only de-
fined in terms of its models (according to a chosen se-
mantics). What is not specified is how we can obtain
the revised ADF in terms of changes (be it revisions or
otherwise) of the original ADF, and in particular its
conditions. We plan to investigate how this seman-
tical perspective can be supplemented with a charac-
terisation of revision of ADFs in terms of change of
the acceptance conditions of the revised ADF. For such
investigations, iterated revision (Kern-Isberner 2004;
Darwiche and Pearl 1997) might prove relevant, due
to its well-established connections with conditional
change. Finally, we will investigate the complexity of
the revision operators from Example 5.
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Appendix: Propositional Revision under
Three-valued Semantics

In this section we show that three-valued revisions of
formulas in the language £K can be characterized in
terms of a selection of minimal worlds according to a
total preoder = over the three-valued interpretations,
completely analogous to the two-valued case (see Sec-
tion 2.4, in particular Theorem 1).

Definition 12. An operator * : LK x £X — K
is a trivalent revision operator iff x satisfies (for any

o, 0, p € LK)

(R31)  Gxh b o

(R32) If ¢ A l/k L then ¢px1) = d AP

(R33) If 9k L then ¢ Ak L

(R34) If ¢ =¢ ¢ and ¥ =¢ 1’ then ¢ x 1) =g
¢ x

(R%5) (¢ ) Atk ¢x (1 Ap).

(R%) If (p 1) A bk L then ¢ * (1 A p) by
(pxy) Ap

Remark 5. These properties can be characterized
equivalently in a more semantical way as follows:

(R21) V(o x1) CV(¥).

(R32) g(ig@ NYV(Y) # 0 then V(¢*9) = V(o) N

(R33)  If V(1) # 0 then V(¢ %)) # 0.

(R34) If V((b) = V(gb/) and V(¢) = V(¢') then
V(g x 1) = V(¢ x ).

(R35)  V(px)NV() S V(d* (¢ Ap)).

(R36) TIfV(pxp) NV (1) # 0, then V(px (1A p)) C

V(ox )NV ().

Definition 13. Given a set of atoms At, a mapping f :
LX(At) — p(V(At) x V(At)) associating a total preorder
=4 to every formula ¢ € LX(At) and every vi,vy €
V(At): is a faithful mapping if, for every ¢ € LK:
1. if v1 € V(¢) then vy =4 vo; and
2. if v; € V(¢) and vy & V(¢) then v1 <, vo; and
3. if ¢ =« ¢’ then =p=¢-

To show Theorem 4, we show the following two
propositions:
Proposition 7. Let At be a finite set of atoms and
[ LX(At) — o(V(At) x V(At)) a faithful mapping. If
* 1 LX(At) x LK(At) — LKX(At) is defined by V(¢p* 1)) =
min<, (V(¢)), then * satisfies (R31)-(R®6).

Proof. Assume f : LX(At) — p(V(At) x V(At)) is a
faithful mapping and let x : LK(At) x LX(At) — LK(At)
be defined by V(¢ 1) = min<, (V(¢)). We show that
* satisfies (R31)-(R26) (according to the formulation in
Remark 5).

e (R31): Clear, since by definition, V(¢ * ¢) =
min, V() € V().

o (R22): Suppose V(¢)NV (1)) # (. Since < is faithful,
V(¢) NV(¢¥) = minx, (V(¢)).
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e (R23): Suppose V() # 0. As =<, is transitive and At
is finite, min<, (V(v)) # 0.

e (R34): Suppose ¢ =x ¢’ and @ =g 1'. Since f is
faithful, j¢=j¢/. Since w =K 1/)/ implies V(¢) =
V(¢'), we see that

V(gxy) = rgid)n(V(dJ)) = I_Ijlgl(V(d)l)) =V(¢' v

and thus ¢ x ¢ = ¢ x .

e (R25) and (R26): The case where V(¢pxt) NV (1) = 0
is trivial. Suppose therefore that V(¢px) NV (1) # 0
and et v € V(¢ x ) N V(). Suppose furthermore
towards a contradiction that v & V(¢ * (Y A p)) =
min<, V(¢ A p), i.e. there is some v' € V(¢ A p) s.t.
v' <4 v. Since V(¢ A u) € V(v), this contradicts
v € V(p*xvy)NV(u) = ming, V() N V(1)) Thus,
we have shown that V(¢x1¥) N V() C V(d* (¢ Ap)).
Suppose now that v € V(¢ * () A i) = min<, (V(¢¥ A
). Notice that v € V(¢) N V(). Since we assumed
V(dx) N V() # 0, there is a v’ € V() NV (1) =
min~, (V(¥)) NV(p). Since v € min<, (V(¢) A ), we
assumed =<4 to be total and min<, (V(¥)) N V(u) C
V() NV(i), v 2 v'. Thus, v € minz, (V(¥)).

O

Proposition 8. Let a set of atoms At, and a trivalent
revision operator x be given. Then there is an faithful
mapping f : LX(At) — p(V(At) x V(At)) s.t. for every
¢ € ‘CK(At)7 V(¢*¢) = minjq) (V(¢))

Proof. Assume ¢ € LX(At). We define <, as follows:
vy =g v it v1 € V(¢ + form(vy) V form(vs)). We first
show that <4 is a total preorder:

Totality: consider some wvi,v9 € V(At). Clearly,
V(form(vy) V form(vg)) = {v1,v2}. By (R31), V(¢ *
form(vy) V form(ve)) C V(form(vy) V form(ve)) =
{v1,v2}. By (R23) and since V(form(v1)Vform(vg)) #
0, V(¢*form(vy) Vform(va)) # 0 and thus v; € V(¢ *
form(vy) Vform(vs)) or vy € V(pxform(vy)Vform(vs))
which implies v; <4 v or v2 <4 V1.

Transitivity: Suppose v1 <y v2 and v <4 v3. We show
that v; <, vs. By (R21) and (R23) we know that
0 # V(o Vo, form(v;)) C {v1,v2,v3}.

1. Suppose first that V(¢ * \/?:1 form(v;)) N
{v1,12} = 0. This means that V(¢ *
Vi form(v;)) = {vs}. By (R25) and (R26),
V(¢ * ((\/;?;1 form(v;) A (form(vs) V form(vg)))) -
V(g % Vi form(v;)) N {va,v3}. Thus,
V(¢ * form(vy) V form(vs)) = {vs} and thus
v3 <4 V2, which contradicts v <4 v3.

2. Suppose now that V((b*\/?:l form(v;))N{v1,v2} #
(). Since v1 <4 va, v1 € V(¢ * form(vy) V form(vz)).
Using (R25) and (R26) in a similar way as for
the previous case, we can show that v; € V(¢
form(vq) V form(vs)) which implies v; <4 vs.



Reflezivity: By (R21), V(¢ x form(v1) V form(vy))
{v1} and thus (since with (R23) V(¢ % form(v;)
form(vy)) # 0), V(¢ * form(vy) V form(vy)) = {vy}
and thus vy < vy.

-
V

Now we show that < is faithful:

1. Suppose v1,v2 € V(¢). By (R32), V(¢ * form(vy) V
form(UZ)) = V(¢) N {1)17U2} = {’U17’02}. Thus, by
definition of f, v; <4 v2 and vy =<y V1.

2. Suppose v; € V(¢) and ve & V(4). By (R32), V(¢ *
form(vy) V form(vs)) = V(¢) N {v1,v2} = {v1}. Thus,
by definition of f, v1 <¢ va.

3. Suppose ¢ =x ¢. By (R34), ¢ % (form(vy) V
form(vg)) = ¢’ x (form(vy) V form(vs)) for any vy, vy €
V(At) and thus by definition of f, <g==4.

O

Theorem 4. * : LK x LK — £K is a trivalent revision
operator * iff there exists a function f : LK — o(V(At)x
V(At)) that is faithful s.t.:

V(D x 1) = Igiqbn(V(i/f)) (4)
Appendix: Proofs of Results in the
Paper

Proof of Proposition 3

Proposition 3 There is no operator x : D(At)
LX(At) — D(At) that satisfies ADF22 for Sem =
complete or Sem = admissible.

X

Proof. We show that for the ADF D = ({a}, L, {C, =
a}) there exists no operator = s.t. ADF®2 is sat-
isfied. Indeed, suppose towards a contradiction
that ADF32 holds for an operator * for Sem &
{complete, admissible}.  Notice that complete(D) =
{u, T, L} = admissible(D). Consider the revision D %
(a V =a). Since V(a V —-a) = {T,L}, V(e V —a) N
Sem(D) # ) for Sem € {complete, admissible}, and thus,
with our supposition that ADF2 holds for x under Sem,
Sem(D x (a V —a)) = Sem(D)NV(aV —-a) = {T,L}.
But there is no ADF D % (a V —a) € D({a}) s.t.
Sem(D x (aV —a)) = {T, L}, i.e. the result of this revi-
sion is not realizable under Sem. To see this for Sem =
admissible, it suffices to observe that u € admissible(D’)
for any D’ € ©({a}). To see this for Sem = complete,
it suffices to observe that there exists for any ADF a
unique <;-minimal complete extension (Brewka et al.
2013). However, {T, L} does not contain a unique <;-
minimal element. O

Proof of Theorem 2

Theorem 2 is an immediate consequence of the following
two propositions:
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Proposition 9. Let D = (At,L,C) be an ADF based
on a finite set of nodes At and f : ©D(At) — Q(At) x
Q(At) an imf-mapping for the preferred semantics. If
* : D(At) x LX(At) — D(At) is defined by prf(D x ) =
min<,, (V(¢)), then « satisfies (ADF31)-(ADF26) for prf.

Proof. We first show that % is well-defined by showing
that for every v € LK(At), there is some D’ € D(At) s.t.
prf(D’) = min<, (V(¢)). By Proposition 2 it suffices to
show that min<, (V(¢)) # 0 and min<, (V(¢)) is a <;-
antichain (i.e. for every v,v’ € min<, (V(¢)), v £; v').
That min<, (V(¢)) # 0 is easily seen by the fact that
=p is a total preorder on a finite set V(At). Suppose
now towards a contradiction that v,v" € min<, (V(¢))
and v <; v'. Since <p is total, v <p v’ and v’ <p v.
But then v <; v' contradicts <p being a imf-mapping.
We now show that « satisfies (ADF21)-(ADF36):

e (ADF?1) is clear since by definition, prf(D * 1)) =
minz, (V(8)) € V().

e (ADF?2) Suppose prf(D) N V() # 0. Since <p is
imf-faithful w.r.t. prf for D, prf(D) = min<, (V(At)).
Since V() N prf(D) # 0, ming, (V(¥)) =
min<, (V(At)) N V(¢) = V(¢) N prf(D).

o (ADF23) Suppose V() # (). As <p is transitive and
S is finite, this implies min<, (V(¢)) # 0.

o (ADF?4) Suppose prf(D) = prf(D') and ¢ =g
. Since Xp and =<p/ are imf-faithful w.r.t. pre-
ferred, =<p==pr. Since 7,/} =K 1/}/, minjD(V(w))
min<, (V(¢')) and thus prf(D*1) = min<, (V(¢)))
minZ, (V) = prf(D’ ¥ ).

e (ADF?5) and (ADF26). The case where prf(D x 1)) N
V(p) = 0 is trivial.

Suppose therefore that prf(D * 1) N V() # @ and
suppose that v € prf(D x %) N V() and suppose fur-
thermore towards a contradiction that v & prf(D %
(¥ A w)) = min<, (V(¢ A w)), i.e. there is some v’ €
V(pAp) s.t. v <p v. Since V(pAu) C V(1), this con-
tradicts v € prf(D %) NV (1) = min<, (V(¥))NV ().
Thus we have shown that prf(Dx ) NV(u) C prf(D
(¥ A ).

Suppose now that v € prf(D*(yAp)) = min<, (V(PA
1)) and suppose towards a contradiction that v ¢
prf(D * ¢) N V(). Notice that v € V(¢) N V(w).
Since we assumed prf(D x ) N V(u) # 0, there is a
v € prf(D x¢) N V(u). Since v € min<, (V(¥ A p))
and we assumed =<p to be total, v <p v’. Thus,
v € min<, (V(¢)), contradiction.

O

Proposition 10. Let x be a revision operator satis-
fying (ADF21)-(ADF26). Then there is an imf-faithful
mapping f : D(At) — p(V(At) x V(At)) (for prf) s.t.
pri(D x ¢) = mingp)(V(1)).

Proof. Assume D € D(At). We define f(D) ==p as

follows: v; <p vg iff v1 € prf(D x form(vy) V form(vs)).
We first show that <p is a total preorder:



o Totality: Consider some vi,v2 € V(At). Clearly
V(form(vy) V form(vy)) = {vi,v2}. By (ADF1),
pri(D * form(vy) V form(vz)) < V(form(vy) V
form(vy)) = {v1,v2}. By (ADF23) and since
V(form(vy) V form(vg)) # @, prf(D % form(vy) V
form(vy)) # O and thus vy € prf(D % form(vy) V
form(vq)) or ve € prf(D % form(vy) V form(va)), which
implies v1 <p v or V3 =p V1.

e Transitivity: Suppose v; <p v2 and vo <p. We show
that v; <p vs. By (ADF:1) and (ADF?3) we know
that 0 # prf(D * \/>_, form(v;)) C {v1, va, v3}.

1. Suppose first that prf(D * \/f’:1 form(v;)) N
{v1,v2} = 0, ie prf(D % \/?:1 form(v;)) =
{v3}. Then by (ADF25) and (ADF26), prf(D %

((\/?:1 form(v;) A (form(vs) V form(vg))> = prf(D*

\/f’:1 form(v;)) N {va,v3}. Thus, prf(D * form(vg) V
form(vs)) = {vs} and thus vs <p v, which con-
tradicts vo <p v3.

2. Suppose now that prf(D * \/i’:1 form(v;)) N
{v1,v2} # 0. Since v; =p wve, v1 € prf(D *
form(v;) V form(vy)). Using (ADF25) and (ADF26)
in a similar way, we can show that vy € prf(D *
form(vy) V form(vz)) which implies v1 <p w3 by
definition of <p.

o Reflexivity: By (ADF?1), prf(D * form(v;) V
form(vy)) C V(form(vy) V form(vy)) = {v1} and thus
(since prf(D «form(v;)V form(vy)) # 0 with (ADF23))
prf(D * form(vy) V form(ve) = {v1}. Thus, v; <p v1.

We now show that <p is imf-faithful w.r.t. prf.

1. Suppose that v; <; vs. By (ADF?1), § # prf(D %
form(v1) V form(ve)) C V(form(vy) V form(ve)) =
{v1,v2}. By Proposition 2 and since v; <; vg, v1 &
prf(D form(vy) Vform(vy)) or vy & prf(Dform(vy)V
form(vg)), i.e. prf(D * form(vy) V form(vy)) = {v1} or
prf(D * form(vy) V form(vy)) = {v2}. Thus, by defini-
tion of <p, v1 =<p va.

2. Suppose that v; € prf(D) and vy ¢ prf(D). By
(ADF22), prf(D * form(vy) V form(vy)) = prf(D) N
V(form(vy) V form(vg)) = prf(D) N {vy,v2}. Since
vy € prf(D) and v & prf(D), this means that
prf(D * form(vy) V form(ve)) = {v1}. By definition
of <p, this implies v1 <p vo or vo <p v1.

3. Suppose that prf(D) = prf(D’). By (ADF24) it follows
that jD:jD/.

O

Proof that <Pd+i is a total preorder

To show that <PFd+i is a total preorder (see Example
5), we first make some general observations on lexico-
graphic combinations of total preorders:

Definition 14. Where {=;| 1 <i < n} is a set of total
preorders over a set A, <, is the preorder obtained as
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follows (where a,b € A): a <97, b iff there exists a 1 <
it <ns.t. ar;bforevery j <ianda =;0.

Proposition 11. Where {=;| 1 < i < n} is a set of
total preorders over A, <, is reflexive, transitive and
total.

Proof. Let {=;] 1 < i < n} is a set of total preorders
over A. We show that <7, is reflexive, transitive and
total:

Reflezive Since a =1 a for any a € A, we obtain a4} ;a
for any a € A.

Transitive Suppose a,b,c € A, a 9, b and b <7, c,
i.e. there are some 41,92 € {1,...,n} s.t. a =, b for
every j1 < i1, a =4, b, b =, cand b =X, c. The
case for i1 = j; is clear. Suppose now i; < 3. Then
b ~;, c and thus by transitivity of <;,, a =;, ¢. Since
a ~; band b= cfor every 1 < j <4, we see that
a<?_,. Suppose now that ia < ;. Then a ~;, b and
since b =;, ¢, by transitivity of <,;,, a =<;, ¢. Since
a ~; band b= cfor any j < i, by transitivity of
~; (for any j < is), we obtain a ~; ¢ for any j < is.
Altogether this implies a<}* ;.

Total Suppose a,b € A. Since =; is total for every
1 <i<mn,a=;bora =; bor b =<; a for every
1 <i<n. Take j € {1,...,n} minimal s.t. a %&; b.
Suppose first @ <; b. Then a <} ; b. Otherwise (i.e.
ifb=<;a) b4, a.

O

We now show that show that <Pd+i ig a total pre-
order:

Proposition 12. Let a set of atoms At and an ADF
D € D(At) be given. Then <"t is a total preorder.

Proof. We show this by showing that <P®d4+i can be
viewed as a lexicographic combination <3_; (as per Def-
inition 14), with:

=1 vy iff v; € prf(D);
=9 vg iff und(v1) < und(vy);
=3 v iff ming,eppy (VAV1) < mingepp) (vAV2).

® U1
.’Ul

® U1

Since =; is a total preorder for 1 < ¢ < 3, with Propo-
sition 11, we obtain that <I?_, is a total preorder.
That <Phd+i= <3 | is immediate.
O

Proof of Theorem 3

Theorem 3 follows from the following two propositions:

Proposition 13. Let a finite set of atoms At and an
asf-mapping f : ©(At) — p(V(At) x V(At)) for the
grounded semantics be given. If x : D(At) x LX(At) —
D(At) is defined by grounded(D % 1) = min<, (V(¢)),

then  is an ADF?-operator for grounded.



Proof. We first show that x is well-defined by showing
that for every D € ®(At) and ¢ € LK, there is some
D' € D(At) s.t. grounded(D’) = min<, (V(¢)). By
Proposition 2 it suffices to show that for every v € £K,
min<, (V(¢)) # 0 and min<, (V(¢)) is singleton. The
former can be easily seen by the fact that <p is a pre-
order on a finite set V(At). For the latter, suppose to-
wards a contradiction that min<, (V(¢)) > v1,vs s.t.
v1 # wva. Since =p is a total preorder, this means
v1 2p U2 and vy <p v1. But then by item 1 of Defini-
tion 8, v1 = vy, contradiction.

Showing that * satisfies (ADF®1)-(ADF26) for
grounded is done completely analogously as in Proposi-
tion 9. 0

Proposition 14. Let a ADF2-operator x : ®(At) x
LX(At) — LK(At) for grounded be given. Then there is
an asf-faithful mapping f : D(At) — p(V(At) x V(At))
(for grounded) s.t. grounded(D % 1) = min ¢ py(V(1))).

Proof. Assume D € D(At). We define <p as follows:
vy <p vg iff v1 € grounded(D % form(vy) V form(vs)).
Showing that <p is a total preoder that satisfies items
2-4 of Definition 8 is done completely analogously as in
Proposition 10. We now show that it also satisfies item
1 of Definition 8. Indeed, suppose v; € grounded(D %
form(vy) V form(vz)). Since the grounded extension is
unique, {v;} = grounded(D * form(vy) V form(vs)) and
thus va <p vy iff v; = ve. O

Proofs for Section 4

Proposition 4 Given a set of atoms At and a total
preorder < over V(At), Pvg satisfies (REF), (CUT),
(CM), (RW), (LLE), (OR) and (~RM).

Proof. We show CM and ~RM. The proof of the other
postulates is similar.

For CM, assume that ¢ "¢ and ¢~ ~. This
means that (1) min<(V(¢)) € V() and min<(V(¢)) C
V(7). But then minz(V(6 A ) C mins(V(9)) € V()
and thus ¢ A ¢ zfy.

For ~RM, suppose that ¢ |~ ’iv and ¢ J~ 5”1/* This
means (1) min<(V(¢)) C V() and (2) there is some
v € min<(V(¢)) s.t. v(p) = T. Thus, min<(V(¢Ay)) C
min<(V(6)). Since min=, (V(6)) € V(7), this implies

min<(V(¢p A1) C V(7). ie. A 5. O

Proposition 5 Let an ADF D, some semantics Sem for
which Sem(D) C V? and an ADF revision operator %

(under the semantics Sem) be given. Then ¢ kvzzm p¥
implies ¢ 5.

Proof. Suppose gb}wzzmﬂd), i.e. there is some v €
Sem(D) s.t. v(¢) = T, and for every v € Sem(D) s.t.
v(p) = T, v(¥) = T. With ADF?2, Sem(D % ¢) =
Sem(D) N V(y). Since for every v € Sem(D) s.t.
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v(¢) = T, v() = T, this means D x ¢ g, ¢ and
thus ¢ |~ %e:w O
Proposition 6 Given an ADF D, some semantics
Sem € {prf, grounded} and a ADF>x satisfying (ADF®1)-
(ADFZ6), ¢ b 357040 iff 6 |~ . )0

Proof. Let Sem € {prf, grounded} With theorem 2 and
Theorem 3, ¢ 57 iff V(1) 2 ming. (p)(V()). With
Fact 4, this implies ¢ kv%e:w iff ¢ |~ ;*(D)W O



